The characterization of fragmenting munitions involves conducting arena tests with witness materials (e.g. plywood) to collect fragments. The evaluation of body armour against buried explosives follows a similar process where surrogates made of foam or gel are used to support the armour and capture penetrating soil debris. The manual recovery of the collected fragments is long, tedious and prone to error since small fragments are often not detected. The effectiveness of XCT as a rapid non-destructive technique was evaluated by scanning calibration targets containing various objects of known material types, sizes, and locations. The *Fragfinder* program was developed to automatically perform 3D images analysis. All fragments were detected and accurately located. For lower density materials (glass, aluminum, titanium), the relative error on the volume of the fragment was within 8%. For higher density materials (steel, tungsten), larger errors were obtained because of image reconstruction artifacts. Finer reconstruction of target scans using smaller voxel sizes along with artifacts reduction algorithms were explored in order to obtain better precision.

**INTRODUCTION**

Fragmenting warheads are usually characterized by performing static arena tests [1] where witness panels, typically made of fiberboard or plywood panels, are deployed on a fixed radius around the bursting munition. Panels are recovered post-detonation for subsequent analysis, where individual fragments are collected manually counted and described by their coordinates, material type, entry hole dimensions, shape, mass, and depth of penetration (DoP). The direction and impact velocity of each individual fragment is determined from the impact conditions and DoP calibration equation [2-4]. The data can then be used as input for vulnerability models [5] in order to evaluate the lethality of the warhead and/or help with the design of protection systems. The evaluation of the effectiveness of Personal Protective Equipment (PPE) against buried explosive charges follows a similar process where the ejected soil debris is the fragmentation threat to characterize and mitigate (Figure 1) [6-10]. Human body surrogates (simplified or with an anthropomorphic shapes) made of various materials (e.g. foams, woods, and gels) [11] can be used to support the armour and capture incoming soil particles, pebbles and rocks.
A key difference between munitions and buried explosive arena tests is the nature of the fragment collection media. Fragmenting munitions require a relatively strong media [12] capable of stopping high-velocity metallic fragments whereas soil ejecta require a softer medium capable of capturing brittle fragments without breaking or eroding them. Also, since the compliance of the material supporting any PPE is known to influence its ballistic performance [13, 14], it is preferable to use a material that is representative of the underlying body [15]. When testing PPE over witness packs, bare (without PPE) packs are typically collocated to allow for differential injury/casualty reduction assessment.

Manual post-test analysis of witness/surrogate systems is very time consuming, therefore expensive, and destructive. It is also prone to error since small fragments are often not detected, or recovered. Human body surrogates with a simplified geometry (i.e. not anthropomorphic) can be made of layered materials to facilitate dissection and the recuperation of fragments. However, this remains a long process and it limits the accuracy of measurement of DoP.

This study aims at evaluating the feasibility and accuracy of medical XCT scanner in numerically locating and describing fragments within exposed witness packs. First, in order to help assessing the required XCT resolution for the measurement of fragment volume ($Vol$) and DoP, a sensitivity analysis was performed with a real witness pack made of ten 9.5 mm layers of SC42 foam which had been impacted by real rock fragments. This particular pack configuration was previously calibrated by firing, in the lab, individual rock fragments of 4 mass groups (0.13, 0.3, 1 and 5 g) with sizes ranging from 2.5 to 16 mm. A general linear regression of all the data was performed (Figure 2, left) on the relationship between impact velocity ($V$) and the normalized DoP. The normalized DoP was obtained by dividing DoP by the diameter ($D$) of an equivalent sphere of same mass and density ($\rho = 2.7 \text{ g/cm}^3$) as the individual rock fragment. This is in-line with the penetration models proposed by Wijk [16], Heine [17], and Cunniff [18], where projectile sectional density ($S$) is used for normalization, which for a sphere is essentially the same since: $S = M/A = (2/3)\rho D$. 

![Figure 1. Typical set-up for buried explosive testing of PPE.](image)
The resulting linear equation can then be applied to any density of projectile with the pack penetration threshold velocity ($V$ at $DoP = 0$) being inversely proportional to $S$, as per the model by Sperrazza [19]. For the sensitivity study, an injury metric called the ballistic dose ($BD = M \cdot V^{1.5}$) [20] was calculated for two nominal $DoP$ (1.5 & 3cm ±10%) and a range of fragment volumes. As seen in Figure 2 (right), the ballistic dose is more sensitive to variations in $DoP$ than in $Vol$, which is expected since: $BD \approx Vol^{0.5} \cdot DoP^{1.5}$. A higher resolution on $DoP$ measurements is therefore more desirable. The probability of incapacitation computed using the Kokinakis model [21] (5 impacts pelvis/defence) is also shown to not be very sensitive to variations in ballistic dose.

**CALIBRATION AND WITNESS TARGETS DESCRIPTION**

A number of dedicated calibration or reference objects [22] have been developed by other authors to verify the accuracy and repeatability of the measurements made using a XCT system. However for this study, three custom calibration packs that were more relevant to our specific application were designed for assessing the location and volume resolution capability of our XCT system (TABLE I). An additional witness pack from a live fire tests was also included in the study. The first calibration target was made of foam layers [15]. Within the foam target, 17 aluminum parts and 3 sizes of glass spheres were embedded in a regular pattern, with one piece of each shape in each of the 16 foam layers. The second calibration target was a lower torso model (Figure 3) molded using a 20% ballistic polymer gel (Clear Ballistics™), which included the same 20 shapes as in the foam target (Figure 4) but with 4 additional objects (i.e., a large glass sphere (ID 21), a glass-bonded mica cylinder (Mycalex® MM500, ID 0) and the two parts of an aluminum bookbinding screw (complex objects ID 22 & 23)). The third calibration target was made of Plywood. It had 46 different embedded objects. These were composed of several materials (Al, Ti, Glass, steel, tungsten) and represented different shapes including standard fragment simulating projectiles (FSP). Although the plywood calibration target included 5 sections (Figure 5), only the last (mixed materials) section representing a more complex case than normally encountered was analyzed in the present study. The CT-Scan and analysis were performed twice (Figure 5). The first scan was done with the target original width (610 mm) which required the use of the
CT scanner extended field of view option. The second scan was performed with a reduced field of view width (430 mm) to quantify the loss of resolution caused by the extended field of view.

TABLE I. CALIBRATION TARGETS AND WITNESS PACK DESCRIPTION.

<table>
<thead>
<tr>
<th>Name</th>
<th>Fragments</th>
<th>Form/Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Foam calibration</td>
<td>320 objects, 20 shapes</td>
<td>Square, 16 layers 6.35mm thick</td>
</tr>
<tr>
<td></td>
<td>aluminum, Mycalex, glass</td>
<td>(406 x406x114mm)</td>
</tr>
<tr>
<td>Gel torso calibration</td>
<td>159 objects, 24 shapes</td>
<td>Lower torso/upper leg model</td>
</tr>
<tr>
<td></td>
<td>aluminum, Mycalex, glass</td>
<td>(300x440x460mm)</td>
</tr>
<tr>
<td>Plywood calibration</td>
<td>640 objects, 46 shapes, glass</td>
<td>Rectangular, 8 layers 19mm thick, 5 sections</td>
</tr>
<tr>
<td></td>
<td>aluminum, titanium steel, tungsten</td>
<td>(152x244x430 reduced/full width)</td>
</tr>
<tr>
<td>Plywood witness pack</td>
<td>11 munition fragments</td>
<td>Rectangular, 8 layers 19mm thick (152x1220x610mm)</td>
</tr>
</tbody>
</table>

Figure 3. Torso gel target (FaroArm® used for precise location measurement: left, CT scan: right).

Figure 4. Fragments contained in foam and torso gel calibration targets (shape no on top).

Figure 5. Fragment configuration for layer 1 of plywood calibration target with 5 zones.
XRAY COMPUTED TOMOGRAPHY METHOD AND ANALYSIS

XCT was introduced in the early 1970s for medical imaging to supplement standard radiographs and ultrasound. XCT uses X-rays for creating thin 2D cross-sections of a physical object that are combined to recreate a virtual 3D model. Nowadays, XCT is used for industrial [23], wound [24-26] and terminal ballistics [27-28] applications. Many hardware and software advances are still on the horizon for enhancing the quality and performance of CT images and addressing the impairing artifacts (noise, motion, and metal artifacts) [29].

Image acquisition for the four targets was performed at INRS, Quebec City, using a Siemens Somatom Definition AS+128 medical CT-scanner. The main specifications of the CT-scanner and optimal parameters used are given in TABLE II. The Siemens system integrates the syngo.via® imaging software for X-ray scan control, with the SAFIRE and MARIS algorithms for iterative reconstruction and metal artifact reduction. Scanning was done with the coronal plane of all samples aligned with the CT radiation isocenter in about 40 seconds for the foam and gel targets, and for each zone of the plywood calibration target (Figure 3, right).

CT image reconstruction is the mathematical process for converting the scan data into digital images by stacking the individual axial slices one each other and creating a matrix of 3D rectangular boxes (voxels). For the foam and gel calibration targets, the level of attenuation of the X-ray beam at each voxel, represented as gray levels, is expressed in a scale of arbitrary units (Hounsfield units HU) where the attenuation of water is nul (HU=0), air is negative (HU=-1000) and the maximum value is HU=3071. For the plywood targets, the regular and an extended scale (HU = 10000 to 30710) was used to avoid signal saturation for steel and tungsten fragments. The voxel size in each slice/axial plane can be calculated by dividing the display field of view by the number of elements (512 or 1024) in the reconstruction matrix with the voxel depth corresponding to the slice thickness. Spatial resolution achievable does not solely depend on voxel size but also on voxel blurring due to focal spot enlargement.

Although a number of commercial (VGStudio MAX) and freeware (ImajeJ) software packages are available for volumetric visualization and segmentation of the reconstructed XCT data, a custom stand-alone automated segmentation application called Fragfinder [30] was developed using MATLAB® (MathWorks Inc.) and the algorithms from its Image Processing Toolbox. The Fragfinder interface (Figure 6) consists of four auxiliary sections: image data, test conditions, processing, and info.

**TABLE II. SIEMENS CT SCANNER AS+ SPECIFICATIONS AND OPTIMAL VALUES.**

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Range of values</th>
<th>Optimal values</th>
</tr>
</thead>
<tbody>
<tr>
<td>X-ray source voltage</td>
<td>70kV, 80kV, 100kV, 120kV, 140kV</td>
<td>140kV</td>
</tr>
<tr>
<td>X-ray source amperage</td>
<td>Single source 20 - 1300 mAs</td>
<td>330mAs</td>
</tr>
<tr>
<td>Field of view</td>
<td>5 – 70cm (extended field of view)</td>
<td>2x 45cm</td>
</tr>
<tr>
<td>Pitch</td>
<td>0.095 – 1.5</td>
<td>0.5</td>
</tr>
<tr>
<td>Detector collimation</td>
<td>16x0.6mm to 128x0.6mm</td>
<td>128 x 0.6mm</td>
</tr>
<tr>
<td>Reconstruction matrix size</td>
<td>Fixed at 512x512</td>
<td>512x512</td>
</tr>
<tr>
<td>Reconstruction increment width</td>
<td>0.1 – 20mm</td>
<td>0.6mm</td>
</tr>
<tr>
<td>Minimum voxel size</td>
<td>100x100x400μm</td>
<td>-</td>
</tr>
<tr>
<td>Maximum temporal resolution</td>
<td>150ms</td>
<td>-</td>
</tr>
<tr>
<td>Contrast resolution</td>
<td>1HU = 0.001g/cm³</td>
<td>-</td>
</tr>
</tbody>
</table>
Currently, Fragfinder utilizes a global threshold based segmentation technique [31] for partitioning every pixel of the digital images into identifiable objects where the user specifies the single HU threshold value and can then visually see the effect on the number of identified fragments.

Once the segmentation process is completed, the identified objects can then be counted, and the following properties computed: 3D location, principal dimensions, volume (Vol), external surface area (Es), DoP (normal and line of sight, Figure 1), flatness, elongation, and sphericity. The dimensionless shape factor (Sf) [32] is calculated using equation 1 where the mean presented area (Ap) is equal to one quarter of Es using Cauchy formula for randomly oriented convex solids (unstable/tumbling fragment).

\[
Sf = \frac{Ap}{Vol^{2/3}} = \frac{Es}{Vol^{2/3}}
\]  (1)

Wound cavity volume is calculated as the product of DoP and Ap. The average HU value of each fragment is used for attributing the likely material composition based on the closest known HU value for the materials specified. Fragment mass is then calculated using the corresponding material density and fragment volume. Fragfinder also computes the trajectory of each fragment from the specified explosion origin (Figure 7 left) and the related line of sight DoP (L-DoP, Figure 1) using the target spatial orientation. Impact velocity is computed using the user provided DoP calibration equation and L-DoP. Ballistic dose is then derived from the estimated fragment mass and velocity. Subzones (Figure 7 right) within a target can also be defined allowing for a refined analysis of PPE with non-uniform protection. The number, mass, cavity volume, and ballistic dose for each fragment are then cumulated as global injury metrics. Total cavity volume can be shown to be a good proxy of the transmitted ejecta impulse when using a velocity-normalized DoP linear fit (Figure 2 left) and a sphere of same volume for each fragment. The Kokinakis equations [20] developed for steel fragments are used to compute individual Pi values from the ballistic dose along with a binomial product to obtain the total Pi for all embedded fragments, i.e. no synergistic effects being considered. For addressing non-steel
fragments, a correction is applied by calculating the reduced velocity of an equivalent spherical steel (7.8 g/cm³ density) fragment of same mass and DoP but of smaller diameter. The analysis is completed in a few minutes.

Figure 7. Fragfinder gel torso target analysis: fragment origin/trajectory (left), leg zone (right).

EXPERIMENTAL RESULTS

For the foam and gel calibration targets, FragFinder was able to detect all of the 320 and 159 embedded fragments, respectively. For the fragment center of gravity (CG) location, the mean resolution obtained for the 20 different shapes in each layer was less than 2 mm for the foam target. For the volume, the relative error was based on the absolute value of the difference between the estimated and the measured volume. The largest relative errors were observed for the smallest cylinder (15.7 %) with a volume of 16 mm³ and the smallest sphere (25.5 %) with volume of 9 mm³ (TABLE III, Figure 9). The average relative error for all 20 object shapes was 5.9 %.

The largest absolute error was observed for the large rectangular prism (31.3 mm³, data not shown). From our observations, the mean absolute positive error for all shapes was strongly correlated to the fragment mean presented area (Ap). The ratio of the mean absolute positive error (mm³) divided by Ap (mm²) was always in the range of 0.1 to 0.4 mm (TABLE III).

This quantifies one of the limiting parameter of the method and can be interpreted as the “thickness of incertitude” related to the discrimination process along the object external skin during segmentation.

TABLE III. RELATIVE AND ABSOLUTE NORMALISED VOLUME ERROR.

<table>
<thead>
<tr>
<th>Size:</th>
<th>Small</th>
<th>Intermediate</th>
<th>Large</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shape</td>
<td>Err-Vol (%)</td>
<td>Err-Ap (mm)</td>
<td>Err-Vol (%)</td>
</tr>
<tr>
<td>Cylinder small</td>
<td>15.7</td>
<td>0.2</td>
<td>11.7</td>
</tr>
<tr>
<td>Cylinder large</td>
<td>7.6</td>
<td>0.2</td>
<td>6.7</td>
</tr>
<tr>
<td>Cube</td>
<td>6.5</td>
<td>0.2</td>
<td>2.8</td>
</tr>
<tr>
<td>Hex. prism</td>
<td>6.5</td>
<td>0.2</td>
<td>6.4</td>
</tr>
<tr>
<td>Rect. prism</td>
<td>7.9</td>
<td>0.2</td>
<td>12.6</td>
</tr>
<tr>
<td>Sphere</td>
<td>25.5</td>
<td>0.3</td>
<td>11.5</td>
</tr>
</tbody>
</table>
A portion of the error on the estimated volume can be attributed to the voxel size and shape used in the analysis (0.6 mm cube), as illustrated in Figure 9 for the smallest sphere and the large rectangular prism. For the sphere and cylinder shapes, the relative error is larger for smaller objects since the resolution is independent of the object size.

The precision on the estimated shape factor is shown in Figure 10. In all cases the shape factor is overestimated due to the digitization pattern producing jagged contours, which artificially increases the surface areas.
For the torso gel target, a similar trend was observed (overall average of 8.4%) for the various shapes (lower part of Figure 8). The largest mean error (-40%) was observed for the complex shape (shape ID 23) and is due to the cavity at the rear part of the bookbinding screw post, where the wall thickness is close to the voxel size.

For the plywood calibration target with low and high density fragments in the mixed material section, the volume analysis with Fragfinder was more arduous due to the presence of bright star-shape streaks (glare effects in Figure 11). These artifacts are caused by the greater attenuation of high density metallic objects, leading to beam hardening of the polychromatic X-ray source and scattering along the object edges. Their presence makes image pixel classification and discrimination more difficult. Although many techniques [33] have been proposed for artifact reduction, it still remains a challenging problem. The correlation between the measured and the real object volume is shown in Figure 12. It can be seen that some of the objects contained in this target had a much larger volume than in the two previous calibration targets. For low density materials and larger object sizes, the correlation is adequate. The largest errors illustrated by the grey dashed lines are observed for the tungsten objects. The shape resolution is illustrated in Figure 13 for 7.62mm FSP, a wing nut.

![Figure 10. Comparison of shape factors based on geometry versus digitized ones.](image)

![Figure 11. Reconstructed images of plywood calibration target (full width: bottom; reduced width: top).](image)
For the plywood witness pack, the analysis is still on-going. Only three real fragments were found at the upper end of the volume range indicated by the dotted frame in Figure 12. Although most of the fragments were of small size, their shape was still relatively well captured (right part of Figure 13).

CONCLUSIONS

The results obtained with the foam and gel anthropomorphic calibration targets demonstrated that XCT allows for the rapid non-invasive detection and in-situ characterization of embedded fragments. Volumetric measurements were within 8% of the true values and 3D location was measured with a resolution of 2 mm, i.e. close to the voxel size used. The ability to rapidly conduct the analysis on 3D complex shapes is a key advantage of the XCT technique over the manual recovery of fragments, which is limited to simpler/layered geometry witness/surrogate systems. For the plywood targets, good correlation was obtained for the lower density fragments (glass and aluminum). For the CT-scanner used herein, the maximum width of the witness pack need to be less than 440 mm since lower resolution is obtained when using the extended field of view. The metal artifacts encountered with the steel and tungsten fragments prevented precise measurement of fragment volumes using the current algorithm within Fragfinder. Future efforts will explore optimizing the image.
segmentation process using both local and hybrid thresholds (hybrid method) to deal with metal artifacts. For smaller fragments, better spatial resolution would be achievable by performing the reconstruction process on a number of smaller size contiguous sample zones. The reduced display field of views for each zone would lead to smaller pixel sizes. The reconstruction data for each zone would then need to be recombined into a single 3D matrix with an increased pixel density for subsequent segmentation processing. For obtaining higher precision, the use of micro/nano CT scanners with resolution of 0.5 μm or less would also be an option to consider.
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